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Today's objectives

Joint distributions:
® Understand the concept of jointly distributed random variables
e Differentiate between marginal and conditional distributions

® Manipulate joint distributions to compute probabilities
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Joint distributions

Given two random variables X and Y:

Discrete case

The joint PMF is:
PX,Y(Xi;yj) = P(X = Xi, Y = yj)

Fx,y(x,y) = ZZPXYX,,YJ

xi<x y;<y

The CDF is:

Continuous case
The joint probability is given by:

b pd
P(a<X§b,C<Y§d):/ / fx,v(x, y)dydx

3)
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Jomt and marginal distributions

Marginal distributions: f(x;) and f(x)

Joint distribution: f(xq, x2).
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Example 1: Joint PMF of two random variables

Given two random variables X and Y with joint PMF indicated in the table below:
Y=0|Y=1|Y=2]|px(x)

?

x
Il
o

?

>

Il

—
~N (ool (o
N[Ol (B
N[O (ool

JointPMF. 4

2/3’
117,

0 1 2 3 Y

(a) Find P(X =0,Y <1)

(b) Find the marginal PMFs of X and Y
(c) Find P(Y =1|X =0)

(d) Are X and Y independent?
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Example 1: Joint PMF of two random variables (cont.)

(a) To find the probability P(X =0, Y < 1), simply add up the cells jointly
satisfying the conditions.
Y=0|Y=1|Y=2]|px(x)
_ 1 1 1
X=0] s 2 8 g
1 1 1
X=1] 3 5 6 ?
pr(y) | 7 ? ?
1 1
PX=0,Y<1l) = —+-
(X=0Y<1) = +;
_ 446 _10_ 5
24 24 12
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oint PMF of two random variables (cont.)

(b) To find the marginal PMFs of X and Y, i.e. px(x) = P(X = x) and

py(y) = P(Y = y), respectively, sum up the rows and columns in the table:

Y=0 Yy =1 Yy =2 px(x)
— 1 1 1 1 1 1 _ 13
X=0 5 g 8 stats=o
— 1 1 1 1 1 1 _ 11
X=1 8 5 G ststs=1n
1 1 _ 7 1 1 _ 5 1 1 _ 7
py(y) |6+8=2 |its=n |ste=m
Thus, we obtain:
7
13 _ 2% Y=
24 x=0 a2 y=1
px(x)= 35, x=1 py(y) =5 5
0, otherwise 220 Y _
0, otherwise
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Example 1: Joint PMF of two random variables (cont.)

Preamble Discrete random variables
00e0

Y =0 y=1 y =2 px(x)
x=o| 4 : P [avivi-x
x=1] 4 ; b |a+i+i-d
) [ 3+3=% [ 3+d-% | i+4-%

(c) Here we use the conditional probability formula:

P(Y=1nX=0) P(Y=1X=0)

P(Y=1X=0) = PX=0) P(X=0)
pxv(0,1) % —E

T o0 E s
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Example 1: Joint PMF of two random variables (cont.)

Preamble

Y =0 Y =1 Y =2 px(x)
X=0 5 7 8 stits=1n
X=1 g 5 & lylyel-U
py(Y) | st+s=m% |its=1 | 5Ts=2

= P(X = x;) or

(d) Two r.v.’s are independent if P(Y = yj|X = x;) =
P(X = x|Y =y;) = P(Y =y;) for all i and j. Here,

POY=1X=0)= 2 £P(Y=1)= 2

The independence condition fails. Hence X and Y are not independent.
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Conditional distributions of continuous random variables

Recall the definition of conditional probability (multiplication rule):

_ P(AB)
P(AB) = P(AB)P(B) = P(B|A)P(A) (5)
Similarly, for two continuous r.v.'s, the conditional PDF of X given Y is:
fX Y(Xay)
fxiy(xly) = === 6

Joint PDF and CDF of two variables

The joint PDF is given by:
fx, v (x,y) = )y (xly) fy (v) = fyix (y[x) fx(x) (7)

While the joint CDF is given by:

8 b
Fxy(a,b) = P(X < a,Y < b) = / / iy (x, y)dydx (8)

Prof. Oke (UMass Amherst) CEE 260/MIE 273 3f: Joint Distributions October 9, 2025 11/16




Preamble Joint distributions Discrete random variables Continuous random variables
(e]e] 00000 000000

Margmal distributions of continuous random variables

Recall the theorem of total probability:
= ZP(A|EI)’D(Ei) (9)

Similarly, the marginal PDFs from a joint distribution of two continuous r.v.'s X
and Y is given as:

500 = [ BvbrOdy = [ hvtd 0
F0) = [ RO = [ htos )
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Example 2: Water levels

The daily water levels of two reservoirs A and B are denoted by two r.v.'s X and
Y having the following joint PDF:

fx,y) = (X+y2), 0<x<1l0<y<xl1

(SR

(a) Determine the marginal density function of the daily water level for reservoir
A.

(b) If reservoir A is half full on a given day, what is the probability that the water
level will be more than half full?

Prof. Oke (UMass Amherst) CEE 260/MIE 273 3f: Joint Distributions October 9, 2025 13 /16



Preamble Joint distributions Discrete random variables Continuous random variables
00000 000e00

Example 2: Water levels (cont.)

6
foy) =g (x+y%), 0<x<Lo<y<l

(a) We obtain the marginal density function fx(x) by integrating the joint PDF
over y:

fx(x) = /O§(X+y2)dy

This is the marginal distribution
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Example 2: Water levels (cont.)

f(XLV):

6
g(x+y2)>

0<x<1l0<yx<l1

(b) If reservoir A is half full on a given day, what is the probability that the water
level will be more than half full? We first find the conditional distribution:
xvyv(x,y S (x+ y? X+ y?
frix(ylx) = (o)) _ 25( )2 =
fx(x) 2(3x+1) 3x+1
1
Thus: P(Y > 05|X =05) = / fyix(y|x = 0.5)dy
0.5
0.5
— 3 / Dy
05 1.5+1
1
5) oo+ 5]
= — ] |10.5y + = =0.65
(55 .
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Reading

® Exponential distribution: Section 4.7 (Navidi)
® Also read up on the Uniform Distribution in Section 4.8 (Navidi)
® Joint distributions: Section 2.6 (Navidi)
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